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A One-Third Advice Rule Based on a
Control-Theoretic Opinion Dynamics Model

Yu Luo , Garud Iyengar , and Venkat Venkatasubramanian

Abstract— We commonly seek advice in making decisions.
However, multiple empirical studies report that, on average,
we shift our own initial decision by only 30% toward external
advice after advice is provided. This “egocentric advice discount-
ing” is particularly counterintuitive because we do care a lot
about the opinion of our peers. There is significant literature
that attempts to explain the egocentric advice discounting and
factors that influence this phenomenon; however, this literature is
unable to explain why the numerical value of 30% is robust across
a number of experimental settings. In this paper, we employ a
control-theoretic opinion dynamics model to show that the one-
third advice rule—adjusting one’s decision about 33.3% toward
advice—is in fact distributionally robust for a crowd of decision-
makers whose decisions also serve as advice for others. Our
results imply that the observed egocentric advice discounting
might not be a coincidence; instead, when an individual is faced
with insufficient information, the distributionally robust optimal
decision is to combine one-third of advice with two-thirds of
his/her initial decision. Our theory also suggests that knowing the
dispersion of decisions can further help decision-makers optimize
advice taking.

Index Terms— Advice taking, control theory, decision-making,
judge–advisor system, opinion dynamics, social influence, wisdom
of crowds.

I. INTRODUCTION

WE OFTEN make decisions after polling our peers. This
behavior has become even more prevalent in the Inter-

net age. We read reviews and ratings of other consumers before
purchasing any product online, visiting a restaurant, or choos-
ing an accommodation. Given the effort put into collecting the
ratings and reviews, it is clear that the online retailers believe
that these ratings, comments, and popularity of a product
strongly influence purchasing decisions. Advice taking—the
process of revising one’s decision or opinion after receiving
advice—is an extensively studied subject [1], [2]. In a previous
study with human subjects, we discovered that, on average,
people shifted their decisions by some 30% toward external
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advice when advice was present [3]. After fitting our decision-
making model to the experiment data, we estimated that the
30% shift was also optimal in minimizing the cumulative
squared decision error.

Many empirical findings on how much we are willing
to change our decision based on advice also report similar
shifts [1], [4]. In [5], to improve judgment, research partici-
pants shifted their judgment by 20%–30% toward advice when
advice was provided to them. In [6], subjects revised their
initial forecast by shifting it about 33% toward a statistical
forecast in the light of this additional piece of information.
In [7], subjects placed a weight of 71% on their own estimates
(i.e., shifting about 29% toward advice) when advice was
given. In a paper presented at the annual meeting of the
Society for Judgment and Decision Making in 1999 [8],
Soll and Larrick stated that final judgments can be quantified
as 80% own initial judgment and 20% peer (i.e., the “80/20”
rule).

This phenomenon is particularly counterintuitive because
we clearly care about the opinion of our peers. The Roman
Emperor Marcus Aurelius famously observed [9] the
following.

It never ceases to amaze me. We all love ourselves
more than other people, but care more about their
opinion than our own.

The “wisdom of crowds” phenomenon [10]–[12], which
explains the efficiency of the market, online review systems,
crowdsourced platforms, and so on, relies on the fact that
simple average of independent opinions of error-prone
decision-makers is often significantly superior to any given
opinion. In many circumstances, the consensus decision is
significantly superior even if the individuals are erroneous.
Consequently, decision-makers should assign at least as much
weight to the consensus opinion as to their own. In situations
with experts who possess superior information, decision-
makers should consider advice even more, not less. Thus,
one would expect that the weight on the advice to be greater
than 50% with a dispersion over 50%–100% to account for
population heterogeneity. The empirical finding of 30% weight
on external advice, therefore, needs careful consideration and
explanation.

Psychologists explain this “egocentric advice discount-
ing” [13] using internal justifications and self-anchoring [2].
The approach here is to treat the egocentric advice discounting
as a behavioral bias that induces decision-makers to discount
advice and rely heavily on their own opinions. But what if
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the 30% rule is not a bias, rather a meaningful heuristic for
incorporating advice? In this paper, we attempt to identify
minimal constructs that justify such observed phenomenon.

Our motivation is as follows. A quantitative analysis could
potentially provide a more precise explanation of the numerical
value of 30%. It might reveal whether the egocentric advice
discounting is a psychological bias or, in fact, the 30% rule
is, perhaps, the result of optimization—have we, the decision-
makers, found a robust heuristic over repeated trials?

In what follows, we will argue that the 30% rule is approx-
imately “optimal,” given the available information about the
uncertain parameters. We assume that the available informa-
tion is summarized by a distribution. Such an assumption
is standard in the decision sciences and risk management
literature [14]–[16]. We assume that the uncertain parameters
are distributed according to the maximum entropy distribution
subject to the available information. Such a distribution is, in a
sense, maximally random [17], [18].

When we began analyzing the 30% rule, we found it a
curious value—too “rational” as compared to other universal
constants, such as π , e, golden ratio, and speed of light and
too much of an artifact of a decimal system derived from the
fact that humans have ten fingers, having nothing to do with
decision-making or advice taking. We noticed that one of the
studies that report the 30% shift states the following [6].

It shows that in general, the final forecast was
approximately made by a 2/3 × initial forecast +
1/3 × statistical forecast model—that is, a twice-
greater weight for their initial forecast than the
statistical forecast.

Even though 1/3 might be as arbitrary as 30%, it appeared
more plausible to us. In the remainder of this paper, we show
that 1/3 emerges as a distributionally robust design in
decision-making.

We borrow the term “one-third rule” or “rule of thirds” from
photography where important compositional elements should
be placed along the thirds, instead of the more intuitive center
position. The same counterintuition also applies to taking
advice according to our theory.

II. METHODS

A model for the decision-making process is crucial in deter-
mining the optimal advice taking. Such a model should address
two critical characteristics of the process. First, the model
should be able to account for how individuals revise their
decisions as a response to asocial feedback (outcomes of
decisions) and social feedback (decisions made by others).
Feedback plays an important role in this paper, for that we
attempt to determine the optimal response to the feedback that
would benefit individual decision-makers.

Second, decision-making is usually a continuous process,
where decisions evolve over time. Therefore, we require the
model to be able to describe both one-off and changing
decisions. The Delphi method, for instance, is a systematic and
iterative process of generating consensus among experts [19],
[20]. Individuals can revise their opinions after reviewing oth-
ers’ opinions (opinions are collected anonymously). A consen-
sus can usually be reached in at least two and no more than ten

iterations [21]. Other examples include polls, online reviews,
and stock market prices with dynamically updated sources of
information. Participants periodically make decisions, receive
feedback, and update their decisions.

Opinion dynamics is an active research area in the social sci-
ences [22]–[28], and there are numerous models that describe
how opinions evolve and interact [29]. A recurring theme in
opinion dynamics is the convergence or divergence of the
opinions for a group of individuals (or agents) who have
access to other individuals’ opinions and can revise their own
accordingly. Social feedback is the driving force of opinion
dynamics in most models. In this paper, we are focused on a
special case of opinion dynamics, in which asocial feedback
and social feedback are equally important in shaping decisions.
Decisions result in consequences, and these consequences lead
to the decision-makers to update and improve their decisions,
even in the absence of any social feedback. For example,
a purchase decision that results in a product that does not
meet a consumer’s expectation is likely to discourage the
consumer from purchasing the same product in the future.
Consequently, in order to understand the benefit of social
feedback in improving decisions, one needs to model not
only the social influence on consensus forming but also the
evolution of decisions when there is no social feedback.
This tension between asocial feedback and social feedback,
between exploration and exploitation, and between innovation
and optimization differentiates the problem structure that we
discuss in this paper from the classical opinion dynamics
models.

Control theory is a well-established canonical framework
that studies dynamical systems with feedback [30]–[33].
Attempts have been made in the past to incorporate feed-
back control into the studies of social systems [34]–[40],
including our previous works [3], [41]. “Perceptual control
theory” proposed by an independent psychologist William
Powers [37]–[40], for example, explicitly incorporates control
theory concepts in psychology and ambitiously aims at becom-
ing the ultimate quantitative model of behavior. Our goal,
on the other hand, is much more focused—we want to employ
the control theory formalism to understand how individuals
revise their decisions when advice is present. We can use
control theory and its repertoire of tools to generate predictions
and explain the egocentric advice discounting phenomenon
quantitatively.

Fig. 1 displays the block diagram for the decision-making
process of an individual when there is only asocial feedback
present. We illustrate the feedback control on the following
health care example. Suppose a diabetic patient sets the insulin
dosage to a level θ . This decision interacts with a noisy envi-
ronment to produce a certain blood sugar level—the decision
outcome. This patient then uses a noisy measurement of the
blood sugar level to adapt the insulin level to θ+, mimicking
the blood sugar control process of a healthy pancreas.

There is an important difference between the system
in Fig. 1 and most opinion dynamics models. In the classical
opinion dynamics setting, when social feedback is absent,
an agent’s opinion: 1) remains constant (e.g., the DeGroot
model [22] and the Deffuant–Weisbuch model [42]); 2) is
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Fig. 1. Feedback loop of individual decision-making process.

Fig. 2. Feedback loop of individual and social decision-making process.

determined by exogenous variables (e.g., the Friedkin–Johnsen
model [23]); or 3) is gradually pulled toward some “truth”
(e.g., the Hegselmann–Krause model [43]). Specifically,
Hegselmann and Krause [43] emphasize that the agents are not
intentionally following such mechanism because they would
immediately choose the “truth” as the definite opinion. While
the Hegselmann–Krause model is very close to what Fig. 1
describes, our formulation focuses on how decisions evolve
based on the consequences of past decisions, instead of an
artificial attraction toward the “truth.”

In Fig. 2, we display a control-theoretic block diagram for
advice taking (when a social feedback is present). In this
setting, the updated decision is the weighted sum of the
individual’s own decision and the social advice. β is the weight
on advice. We called β the “degree of social influence” in
our previous work [3] because it represents the influence of
other people’s opinions. In psychology literature (including
the opinion dynamics), the terms “advice taking” [5], [44],
“weight of advice” [4], [45], and “cautiousness parameter”
(in the Deffuant–Weisbuch model [42]) are also used.

If we denote x as the (error of) current decision (i.e., we
subtract the optimal decision θ∗ from the face value of decision
θ and the optimal decision is x∗ = 0) and x+ as the updated
decision, we can describe an individual’s decision-making
process as follows:

x+ = g(x) + ω (1)

where the innovation function g(·) maps an old decision to a
new one and the process is disturbed by a zero-mean random

variable ω. The innovation function describes the decision-
making process when a social feedback is absent and new
decisions are made based on past decisions and decision
outcomes. Under mild regularity conditions, we assume that
the optimal decision x∗ = 0 is a fixed point of the mapping
g, i.e., x∗ = g(x∗). The decision-making dynamics without
advice (see Fig. 1) can also be written as

x+ = λx + ω (2)

where ω is again a zero mean variance σ 2 random variable
that models the combined effect of the disturbance and noise.
The parameter λ ≡ g(x)/x is the ratio between the updated
and the old decisions. |λ| < 1 would imply that, on average,
the error of decision decreases after an update. Both λ and σ
are time-varying parameters that represent the evolving nature
of decision-making.

In Fig. 2, the decision update with advice (social feedback)
is given by

x+ = (1 − β)(λx + ω) + βu (3)

where the weight β ranges from 0 (not taking any advice) to
1 or 100% (completely following/copying advice) and u is the
average decision of all participating agents

u ≡ 1

n

n∑

i=1

xi (4)

where i denotes the i th agent in an n-member population
(i = 1, . . . , n). The average opinion is particularly attractive
because it can be computed in a privacy-preserving manner,
i.e., without the individual agents disclosing their true deci-
sions [46].

Assumption 1 (Individual Efficiency): The update of the
individual decision in (2) is efficient on average, that is

Eω[x+2] < x2. (5)

It is reasonable to assume that when individual errors are large
(e.g., at the early stage of optimization), as the individual
gathers more information and feedback, naturally his/her new
decision should improve (probabilistically). This assumption
could, however, be violated when decisions are very close
to the optimum. The one-third advice rule is, therefore,
only applicable to situations where the optimal decisions
(or “truth” [43]) have yet to be identified or accepted by the
population.

From (2), we have

Eω[x+2] = λ2x2 + σ 2. (6)

In order to satisfy Assumption 1, we have

λ2 + γ 2 < 1 (7)

where γ ≡ σ/|x | is the scaled noise parameter. Recall that the
parameters (λ, σ ) in (2) for each agent are possibly random
time-varying parameters.

Our objective in this paper is to understand how β affects
the squared error of decision Eω[x+2]. Let F denote the
joint distribution of the set of parameters {(λi , γi ) : i =
1, . . . , n} that describe the dynamics of all n agents.
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Fig. 3. Semi-unit-circle of λ and γ values that satisfy Assumption 2 (shaded).

Note that in the social feedback setting, the feedback u couples
the dynamics of all agents. We are interested in solving the
optimization problem from the perspective of an individual
decision-maker

β∗ ≡ arg min
β

EF [x+2
(β)]. (8)

Following the maximum entropy principle [17], [18],
we assume that the nature selects the parameters (λi , γi )
in a maximally random manner subject to the constraint
λ2

i + γ 2
i < 1 imposed by Assumption 1.

Assumption 2 (Distribution F): The set of parameters
(λi , γi ), i = 1, . . . , n, are drawn independently and identically
according to the uniform distribution on the semicircle S =
{(λ, γ ) : γ > 0, λ2 + γ 2 < 1} (see Fig. 3).

The optimization problem (8) is hard to solve in complete
generality. Each individual needs to know others’ decisions
and dynamics (λ, γ , x , u, and so on). More importantly,
each decision-maker needs to know how the advice influences
the other decision-makers. Suppose an agent assumes that
all other agents completely ignore the social feedback. Then,
the choice of β will have no impact on the future evolution
of the decisions; thus, the advice will be of little value,
and the decision dynamics will reduce to the case without
any feedback. A more reasonable assumption about the other
agents is that they are also solving a similar problem, based
on the fact that individuals are statistically indistinguishable
(while the realization of parameters λ and γ is distinct
for each unique individual). One may also postulate more
refined models of the beliefs that a given decision-maker
has about other decision-makers. However, recall that in this
paper, we are solving an inverse problem, i.e., to identify
the minimal constructs that explain an observed phenomenon.
To this end, we begin with the following simple belief
structure.

Assumption 3 (Identical Optimization Problem): All indi-
viduals assume that all other agents solve the same optimiza-
tion problem (8).

Hence, solving (8) for each individual under Assumption 3
is equivalent to solving the following program for the popu-
lation as whole:

β∗ ≡ arg min
β

EF
[
MSE+(β)

]
(9)

where the mean squared error (MSE) is defined as

MSE ≡ 1

n

n∑

i=1

xi
2. (10)

In Section III, we show the optimal β∗ = 1/3. Thus, we have
identified a plausible framework for explaining the one-third
rule—the agents are risk-averse over the realization of the
parameters and assume that all other agents are solving similar
optimization problems.

III. RESULTS AND DISCUSSION

Since ωi is a zero mean random variable with variance σ 2
i ,

it follows that:

Eωi [MSE+] ≡ Eωi

[
1

n

n∑

i=1

[(1 − β)(λi xi + ωi ) + βu]2

]

= 1

n

n∑

i=1

(1 − β)2(λ2
i + γ 2

i

)
x2

i

+2β(1 − β)u
1

n

n∑

i=1

λi xi + β2u2. (11)

From Assumption 2, it follows that:

Eλ,γ [λ2 + γ 2] = 1

2
Eλ,γ [λx] = 0. (12)

Taking the expectation of (11), we have

EF [MSE+] = Eλi ,γi

[
1

n

n∑

i=1

(1 − β)2(λ2
i + γ 2

i

)
x2

i

+2β(1 − β)u
1

n

n∑

i=1

λi xi + β2u2

]

= 1

2
(1 − β)2MSE + β2u2. (13)

Thus, the optimization problem (9) reduces to

min
β

{
1

2
(1 − β)2MSE + β2u2

}
. (14)

The presence of the feedback u in the objective couples the
decisions β across time, resulting in a dynamic optimization.
Furthermore, the solution of this dynamic problem is quite
sensitive to details of the parameters. Since our goal here is
to posit a simple rule, we take a minimax approach and posit
the agents choose β by solving the minimax problem

β∗ ≡ arg min
β

max
u

EF [MSE+]

= arg min
β

[
1

2
(1 − β)2MSE + β2 max

u
u2

]
. (15)

Since f (x) = x2 is a convex function of x , Jensen’s inequal-
ity [47] implies that f of the average of x1, . . . , xn is less than
or equal to the average of f (x1), . . . , f (xn)

u2 ≡
(

1

n

n∑

i=1

xi

)2

≤ 1

n

n∑

i=1

x2
i ≡ MSE. (16)
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As a result

β∗ = arg min
β

[
1

2
(1 − β)2MSE + β2 max

u
u2

]

= arg min
β

[
1

2
(1 − β)2 + β2

]
MSE

= 1

3
. (17)

This distributionally robust solution β∗ = 1/3 corresponds to
the worst case distribution, where xi ≡ u, i.e., there is no
diversity in the population. In such a situation, it is wise to be
conservative in taking the population advice. Next, we look at
how additional information about the system, such as knowing
the dispersion of decisions, influences the optimal β∗.

The coefficient of variation is defined as CV ≡ σx/|u|,
where σx is the sample standard deviation and |u| denotes
the absolute value of the mean. CV is a standardized mea-
sure of dispersion, volatility, or inequality in many fields;
CV = 0 indicates zero dispersion, xi ≡ u, whereas
CV � 1 indicates high dispersion. From (14), it follows that
arg minβ EF [MSE+] for a given value of CV is given by

β∗
CV = CV2 +1

CV2 +3
. (18)

We define the efficiency of the crowd

η(β) ≡ 1 − EF [MSE+(β)]
MSE

(19)

i.e., the relative decrease in MSE. In Fig. 4, we plot the
efficiency η(β) as a function of β for different values for CV.
As β increases from zero, the efficiency η(β) first increases,
reaches its peak value, and then starts to decline. The efficiency
η(β) continues to increase when CV → ∞. When CV = 0,
there is no dispersion in x , i.e., the crowd is, in fact, not a
crowd, the optimal β∗ = 1/3. Both the optimal β∗

CV and the
corresponding optimal efficiency η(β∗

CV) are the increasing
functions of CV or, equivalently, the dispersion. This is con-
sistent with the wisdom of crowds literature [10]–[12], which
finds that the wisdom of crowds is an increasing function of
the diversity of the crowd. When CV → ∞, the advice u ≈
x∗ = 0; therefore, agents can safely copy the advice by setting
β∗∞ = 1. The optimal efficiency, η(β∗

CV) = (1+β∗
CV)η(0), is a

factor β∗
CV higher than the baseline efficiency η(0).

In practice, CV is impossible to estimate; consequently,
one cannot precisely set β∗

CV. Nonetheless, the following
guidelines still apply.

1) When no dispersion information is available, set β =
1/3.

2) When the crowd is diverse, i.e., the dispersion among
individual decisions is high and CV is expected to be
large, set β > 1/3.

3) When more information about λ and γ is available, one
should reapply the principle of maximum entropy to
compute β∗.

Our theory suggests that information about the dispersion is
equally important to that about the mean. This implies the
possibility of designing new behavioral research experiments

Fig. 4. E
[
η
]

as a function of β, given different CV values.

or wisdom of crowds mechanisms that provide participants
with both mean and dispersion.

Almost any mechanism designed with a good inten-
tion also inevitably bears unintended negative consequences.
Polling and other opinion-aggregating systems involving social
feedback, for example, suffer from drawbacks, such as polar-
ization [48] and data incest [49]. If we consider the game-
theoretic solution to the optimization problem in (8), β∗ = 1/3
might not always be the best response strategy, and free riders
can set high β values to only poll opinions without con-
tributing new information to the poll. Such a game-theoretic
approach is beyond the scope of this paper to identify the
minimal constructs that justify the one-third advice rule and
will be investigated in the future research.
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